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13.0  What We Need to Know When We Finish This Chapter

For our purposes, regression has to be a linear function of the constant and 
coefficients so that their estimators can be linear functions of the dependent 
variable. However, explanatory variables can appear in discrete and nonlin-
ear form. These forms give us the opportunity to represent a wide and var-
ied range of possible relationships between the explanatory and dependent 
variables.

1.	 Section 13.2: Dummy variables identify the absence or presence of 
an indivisible characteristic. The intercept for observations that don’t 
have this characteristic is a. The effective intercept for observations 
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that do have this characteristic is a + b 2, where b 2 is the slope 
associated with the dummy variable. The slope b 2 estimates the fixed 
difference in yi between those that do and those that do not have the 
characteristic at issue.

2.	 Section 13.2: We fall into the dummy variable trap when we enter one 
dummy variable for a particular characteristic, and another dummy 
variable for the opposite or absence of that characteristic. These 
dummy variables are perfectly correlated, so slopes and their variances 
are undefined. We only need one dummy variable, because its slope 
measures the difference between the values of yi for observations that 
have the characteristic and those that don’t or have its opposite.

3.	 Equations (13.13) and (13.18), section 13.3: The quadratic 
specification is

y x xi i i i= + + +α β β ε .1 2
2

	 β1xi is the linear term. β2xi 
2 is the quadratic term. If β1 > 0 and 

β2 < 0, small changes in xi increase E(yi) when xi < −β1/2β2 and reduce 
it when xi > −β1/2β2.

4.	 Equations (13.35) and (13.36), section 13.4: The log-linear or 
semi-log specification is

ln .y xi i i= + +α β ε

	 The coefficient is the expected relative change in the dependent vari-
able in response to an absolute change in the explanatory variable:
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5.	 Equations (13.38) and (13.39), section 13.4: The log-log specifica-
tion is

ln ln .y xi i i= + +α β ε

	 The coefficient is the elasticity of the expected change in the depen-
dent variable with respect to the change in the explanatory variable:
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6.	 Equations (13.48) and (13.52), section 13.5: Interactions allow the 
effect of one variable to depend on the value of another. The popula-
tion relationship with an interaction is

y x x x xi i i i i i= + + + + .α β β β ε1 1 2 2 3 1 2

	 The change in the expected value of yi with a change in x1i is

∆
∆

y

x
x i

1
1 3 2= +β β .

13.1  Introduction

The population relationship of equation (11.1) is so flexible that it allows 
us to investigate a broad range of relationships. We have already used it to 
help us understand the determinants of earnings, rent, gross national income 
(GNI) per capita, and child mortality. However, it is capable of more. In our 
examples of the last two chapters, all of the dependent and independent vari-
ables are continuous. Yet we may remember some hints from chapter 1 to the 
effect that interesting variables can come in other forms. This chapter expands 
on those hints to explore some of the variety that is possible within the limits 
of equation (11.1).

13.2  Dummy Variables

In the regression of figure 1.1, we include one variable indicating sex and 
five indicating racial or ethnic identity. It’s easy to see why. Regardless of our 
exposure to current affairs, we have to be aware that there is a lot of concern 
as to whether these elements of identity have any effect on earnings. To some 
degree, our sample validates this concern. It reveals large, significant negative 
effects for women and blacks, and large, if imprecisely estimated, effects for 
several other racial or ethnic categories.

In chapter 1, we identify the variables indicating sex and racial, or ethnic, 
identity as discrete, or categorical. In fact, they are perhaps most commonly 
referred to as dummy variables. We don’t mention this in chapter 1 because 
we are trying to get engaged with the material and it isn’t a good place to get 
distracted by some nomenclature that seems a little pejorative and arbitrary. 
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