CHAPTER 13

MAKING REGRESSION MORE FLEXIBLE
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13.0 What We Need to Know When We Finish This Chapter

For our purposes, regression has to be a linear function of the constant and
coefficients so that their estimators can be linear functions of the dependent
variable. However, explanatory variables can appear in discrete and nonlin-
ear form. These forms give us the opportunity to represent a wide and var-
ied range of possible relationships between the explanatory and dependent

variables.

1. Section 13.2: Dummy variables identify the absence or presence of
an indivisible characteristic. The intercept for observations that don’t
have this characteristic is a. The effective intercept for observations
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that do have this characteristic is a + b,, where b, is the slope
associated with the dummy variable. The slope b, estimates the fixed
difference in y; between those that do and those that do not have the
characteristic at issue.

. Section 13.2: We fall into the dummy variable trap when we enter one
dummy variable for a particular characteristic, and another dummy
variable for the opposite or absence of that characteristic. These
dummy variables are perfectly correlated, so slopes and their variances
are undefined. We only need one dummy variable, because its slope
measures the difference between the values of y; for observations that
have the characteristic and those that don’t or have its opposite.

. Equations (13.13) and (13.18), section 13.3: The quadratic
specification is

2
y;=a+ Bx + Bx; +¢,.

B.x; is the linear term. B,x? is the quadratic term. If 3; > 0 and
B, < 0, small changes in x; increase E(y;) when x; < —f3,/23, and reduce
lt When X; > —ﬁ]/zﬂz

. Equations (13.35) and (13.36), section 13.4: The log-linear or
semi-log specification is

Iny =oa+ Bx +¢,.

The coefficient is the expected relative change in the dependent vari-
able in response to an absolute change in the explanatory variable:

_ ElAy/y]

P=—x

. Equations (13.38) and (13.39), section 13.4: The log-log specifica-
tion is

Iny =o+ Bhx +e¢,.

The coefficient is the elasticity of the expected change in the depen-
dent variable with respect to the change in the explanatory variable:

_E[Av/y]
h= Avx e

1
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6. Equations (13.48) and (13.52), section 13.5: Interactions allow the
effect of one variable to depend on the value of another. The popula-
tion relationship with an interaction is

Y, =0+ Bixy+ Byxy + Bix xy, + €,

The change in the expected value of y; with a change in x;; is

Ay
El =P+ Byxy;-
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